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Language as a symbolic system
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Non-random co-occurrence

I Mary has baked biscuits and muffins for the family on
Christmas day

I Ball the idea after flew nice a chemist



Non-random co-occurrence

Number of co-occurrences
dog cat 7927

walk 2356
collar 612
fox 252
bear 73
pizza 10



Islands of regularity within words

I Dealer
I Payer
I Seeker
I Learner
I Killer
I Holder



A breach into arbitrariness

meaning

form

morphology



Far away from perfect predictability

Vessel
Jewel
Tunnel

Whisper
Never
Corner
Mother

Darker
Larger



The core question

Despite its fundamental arbitrariness, language does
feature regularities that are probabilistic in nature.

Does the brain pick up on these regularities?



Orthography–Semantic Consistency (OSC)
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OSC, mathematical formulation

OSC(t) =
∑k

x=1 frx cos(~t , ~rx)∑k
x=1 frx

(Marelli et al., 2015)



A morphological take

CORN
I corns
I corner
I cornwall
I cornish
I . . .

but not
I torn
I cork
I . . .



A consistent space

lexical space

deal

deals

dealing
dealer

dealt

semantic space

deal

deals
dealing
dealer
dealt



An inconsistent space

lexical space

corn
corns

corner

cornwall

semantic space

corn
corns

corner

cornwall

cornish



Three experiments

I Identification times on isolated words
I Proficiency in L2
I Brain electrophysiology during sentence reading



Lexical decision

#######

DEAL/DEEL

press button

500 ms

2000 ms

(Balota et al., 2007)



OSC gets unique variance

(Marelli et al., 2015)



OSC tracks language learning



OSC tracks language learning

(Viviani and Crepaldi, 2018)



OSC explains brain electrophysiology
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(Crepaldi et al., 2018; Frank et al., 2015)



Sum up of the data

I Words are recognized more quickly if they live in a
consistent part of the lexical-semantic network

I Peole become more sensitive to consistency as their
proficiency in a language grows

I Consistency affects word identification on-line during
the processing of connected speech



The broader message

The brain does code for consistency in the
lexical system

Predictive coding?



Implications

Morphology
From a finite set of well-defined objects and operations, to
part of a more general and probabilistic form-to-meaning
mapping effort carried out by the brain

Language Evolution
Brain counterpart of the emergence of structure in the
cultural evolution of language (Kirby et al., 2008)

Language
General-purpose learning mechanisms subserve linguistic
processing (Ellison, 2013)
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